
NASA Goddard Institute for Space Studies analyzis of global 
temperature data. 

http://svs.gsfc.nasa.gov/vis/a000000/a003600/a003674/index.html
SO WHAT DOES THE FUTURE HOLD?

So… 

According to the latest data (October 2015) on the prevalence of 
global warming denial among the US public, 1 in 6 of Americans 
do not believe that global warming is happening.  About 2/3 do 
believe that global warming is happening, but half of these don’t 
think this has anything to do with human activities.  

Note that these statistics are much better than 2 years ago, where 1 
in 4 Americans thought that global warming was not happening - 
this happened to represent a 6 year high. 

http://environment.yale.edu/climate-communication/article/more-americans-perceive-harm-from-global-warming-survey-finds
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The projected timing of climate departure
from recent variability
Camilo Mora1, Abby G. Frazier1, Ryan J. Longman1, Rachel S. Dacks2, Maya M. Walton2,3, Eric J. Tong3,4, Joseph J. Sanchez1,
Lauren R. Kaiser1, Yuko O. Stender1,3, James M. Anderson2,3, Christine M. Ambrosino2,3, Iria Fernandez-Silva3,5,
Louise M. Giuseffi1 & Thomas W. Giambelluca1

Ecological and societal disruptions by modern climate change are critically determined by the time frame over which
climates shift beyond historical analogues. Here we present a new index of the year when the projected mean climate of
a given location moves to a state continuously outside the bounds of historical variability under alternative greenhouse gas
emissions scenarios. Using 1860 to 2005 as the historical period, this index has a global mean of 2069 (618 years s.d.) for
near-surface air temperature underan emissions stabilization scenario and 2047 (614 years s.d.) undera ‘business-as-usual’
scenario. Unprecedented climates will occur earliest in the tropics and among low-income countries, highlighting the
vulnerability of global biodiversity and the limited governmental capacity to respond to the impacts of climate change.
Our findings shed light on the urgency of mitigating greenhouse gas emissions if climates potentially harmful to biodiversity
and society are to be prevented.

Climate is a primary driver of biological processes, operating from
individuals to ecosystems, and affects several aspects of human life.
Therefore, climates without modern precedents could cause large and
potentially serious impacts on ecological and social systems1–5. For
instance, species whose persistence is shaped by the climate can
respond by shifting their geographical ranges4–7, remaining in place
and adapting5,8, or becoming extinct8–11. Shifts in species distributions
and abundances can increase the risk of extinction12, alter community
structure3 and disrupt ecological interactions and the functioning of
ecosystems. Changing climates could also affect the following: human
welfare, through changes in the supply of food13 and water14,15; human
health16, through wider spread of infectious vector-borne diseases17,18,
through heat stress19 and through mental illness20; the economy, through
changes in goods and services21,22; and national security as a result of
population shifts, heightened competition for natural resources, viol-
ent conflict and geopolitical instability23. Although most ecological and
social systems have the ability to adapt to a changing climate, the
magnitude of disruption in both ecosystems and societies will be
strongly determined by the time frames in which the climate will reach
unprecedented states1,2. Although several studies have documented the
areas on Earth where unprecedented climates are likely to occur in
response to ongoing greenhouse gas emissions24,25, our understanding
of climate change still lacks a precise indication of the time at which the
climate of a given location will shift wholly outside the range of his-
torical precedents.

To provide an indication of the projected timing of climate depar-
ture under alternative greenhouse gas emissions scenarios, we have
developed an index that determines the year when the values of a
given climatic variable exceed the bounds of historical variability
for a particular location (Fig. 1a). We emphasize that although our
index commonly identifies future dates, this does not imply that
climate change is not already occurring. In fact, our index projects
when ongoing climate change signals the start of a radically different
climate. For this analysis we used the projections of 39 Earth System

Models developed for the Coupled Model Intercomparison Project
phase 5 (CMIP5). The bounds of climate variability were quantified as
the minimum and maximum values yielded by the Earth System
Models with the CMIP5 ‘historical’ experiment, which for all models
included the period from 1860 to 2005. This experiment included
observed changes in atmospheric composition (reflecting both anthro-
pogenic and natural sources) and was designed to model the climate’s
recent past and allow the validation of model outputs against available
climate observations26. The year at which a climate variable moves out
of the historical bounds was estimated independently with data from
the Representative Concentration Pathways 4.5 (RCP45) and 8.5
(RCP85), which included the period from 2006 to 2100. These path-
ways or scenarios represent contrasting mitigation efforts between
a concerted rapid CO2 mitigation and a ‘business-as-usual’ scenario
(CO2 concentrations could increase to 538 and 936 p.p.m. by 2100,
according to RCP45 and RCP85, respectively27,28). A more aggressive
mitigation scenario (RCP 2.6) was not analysed, because it was not
consistently used among models, and the implicit mitigation effort is
considered currently unfeasible29.

We analysed five climate variables for the atmosphere and two for
the oceans (Extended Data Table 1). However, we report results with
mean annual near-surface air temperature as our indicator of the
climate, unless otherwise specified. Simulated and actual measure-
ments of temperature for the period 1986–2005 were remarkably
similar (Extended Data Fig. 1). In comparison with any individual
model’s results, the multi-model average best fitted the actual data
(Extended Data Fig. 1). We therefore describe our results on the basis
of multi-model averages. We show standard deviations to report the
spatial variability in our results. Multi-model uncertainty (that is, the
variability between models in the predicted years) was measured as
the standard error of the mean, which for near-surface air temper-
ature had a global value of 4.2 years for RCP45 and 2.7 years for
RCP85 (Extended Data Fig. 2a). Multi-model uncertainty for all vari-
ables is shown in Extended Data Fig. 2.
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E8: A large fraction of anthropogenic climate change resulting from CO2 emissions 
is irreversible on a multi-century to millennial time scale, except in the case of a 
large net removal of CO2 from the atmosphere over a sustained period. Surface 
temperatures will remain approximately constant at elevated levels for many 
centuries after a complete cessation of net anthropogenic CO2 emissions. Due to 
the long time scales of heat transfer from the ocean surface to depth, ocean 
warming will continue for centuries. Depending on the scenario, about 15 to 40% of 
emitted CO2 will remain in the atmosphere longer than 1,000 years. 
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Spread in model climate sensitivity
traced to atmospheric convective mixing
Steven C. Sherwood1, Sandrine Bony2 & Jean-Louis Dufresne2

Equilibrium climate sensitivity refers to the ultimate change in global mean temperature in response to a change in
external forcing. Despite decades of research attempting to narrow uncertainties, equilibrium climate sensitivity
estimates from climate models still span roughly 1.5 to 5 degrees Celsius for a doubling of atmospheric carbon dioxide
concentration, precluding accurate projections of future climate. The spread arises largely from differences in the
feedback from low clouds, for reasons not yet understood. Here we show that differences in the simulated strength of
convective mixing between the lower and middle tropical troposphere explain about half of the variance in climate
sensitivity estimated by 43 climate models. The apparent mechanism is that such mixing dehydrates the low-cloud layer
at a rate that increases as the climate warms, and this rate of increase depends on the initial mixing strength, linking the
mixing to cloud feedback. The mixing inferred from observations appears to be sufficiently strong to imply a climate
sensitivity of more than 3 degrees for a doubling of carbon dioxide. This is significantly higher than the currently
accepted lower bound of 1.5 degrees, thereby constraining model projections towards relatively severe future warming.

Ever since numerical global climate models (GCMs) were first developed
in the early 1970s, they have exhibited a wide range of equilibrium
climate sensitivities (roughly 1.5–4.5 uC warming per equivalent doub-
ling of CO2 concentration)1 and consequently a broad range of future
warming projections, with the uncertainty due mostly to the range of
simulated net cloud feedback2,3. This feedback strength varies from roughly
zero in the lowest-sensitivity models to about 1.2–1.4 W m22 K21

in the highest4. High clouds (above about 400 hPa or 8 km) contribute
about 0.3–0.4 W m22 K21 to this predicted feedback because the tem-
peratures at the tops of the clouds do not increase much in warmer
climates, which enhances their greenhouse effect. Mid-level cloud
changes also make a modest positive-feedback contribution in most
models5.

Another positive feedback in most models comes from low cloud,
occurring below about 750 hPa or 3 km, mostly over oceans in the
planetary boundary layer below about 2 km. Low cloud is capable of
particularly strong climate feedback because of its broad coverage and
because its reflection of incoming sunlight is not offset by a commen-
surate contribution to the greenhouse effect6. The change in low cloud
varies greatly depending on the model, causing most of the overall
spread in cloud feedbacks and climate sensitivities among GCMs5,7.
No compelling theory of low cloud amount has yet emerged.

A number of competing mechanisms have, however, been suggested
that might account for changes in either direction. On the one hand,
evaporation from the oceans increases at about 2% K21, which—all
other things being equal—may increase cloud amount8. On the other
hand, detailed simulations of non-precipitating cloudy marine bound-
ary layers show that if the layer deepens in a warmer climate, more dry
air can be drawn down towards the surface, desiccating the layer and
reducing cloud amount8,9.

The lower-tropospheric mixing mechanism
We consider that a mechanism similar to this one, which has so far
been considered only for a particular cloud regime, could apply more
generally to shallow upward moisture transports, such as by cumulus

congestus clouds or larger-scale shallow overturning found broadly
over global ocean regions. Air lifted out of the boundary layer can
continue ascending, rain out most of its water vapour, and then return
to a relatively low altitude—or it can exit the updraught directly at the
low altitude, retaining much more of its initial vapour content. The
latter process reduces the ‘‘bulk precipitation efficiency’’ of convection10,
allowing greater transport of moisture out of the boundary layer for a
given precipitation rate. Such a process can increase the relative humidity
above the boundary layer11 and dry the boundary layer. Unlike the global
hydrological cycle and the deep precipitation-forming circulations12,
however, it is not strongly constrained by atmospheric energetics11.

We present measures of this lower-tropospheric mixing and the
amount of moisture it transports, and show that mixing varies sub-
stantially among GCMs and that its moisture transport increases in
warmer climates at a rate that appears to scale roughly with the initial
lower-tropospheric mixing.

Mixing-induced low cloud feedback
The resulting increase in the low-level drying caused by lower-tropospheric
mixing produces a mixing-induced low cloud (MILC) feedback of vari-
able strength, which can explain why low-cloud feedback is typically
positive5 and why it is so inconsistent among models.

In a GCM, vertical mixing in the lower troposphere occurs in two
ways (Extended Data Fig. 1). First, small-scale mixing of heat and water
vapour within a single grid-column of the model is implied by con-
vective and other parametrizations. Lower-tropospheric mixing and
associated moisture transport would depend on transport by shallow
cumulus clouds, but also on the downdrafts, local compensating sub-
sidence and evaporation of falling rain that are assumed to accompany
deeper cumulus. Second, large-scale mixing across isentropes occurs
via explicitly resolved circulations. Whether this contributes to lower-
tropospheric mixing will again depend on model parametrizations,
but in this case, on their ability to sustain the relatively shallow heating
that must accompany a shallow (lower-tropospheric) circulation. We
measure these two mixing phenomena independently, starting with

1Climate Change Research Centre and ARC Centre of Excellence for Climate System Science, University of New South Wales, Sydney 2052, Australia. 2Laboratoire de Météorologie Dynamique and Institut
Pierre Simon Laplace (LMD/IPSL), CNRS, Université Pierre et Marie Curie, Paris 75252, France.

2 J A N U A R Y 2 0 1 4 | V O L 5 0 5 | N A T U R E | 3 7

Macmillan Publishers Limited. All rights reserved©2014

E1: Relative to the average from year 1850 to 1900, global surface temperature 
change by the end of the 21st century is projected to likely exceed 1.5°C for RCP4.5, 
RCP6.0 and RCP8.5 (high confidence). Warming is likely to exceed 2°C for RCP6.0 
and RCP8.5 (high confidence), more likely than not to exceed 2°C for RCP4.5 (high 
confidence), but unlikely to exceed 2°C for RCP2.6 (medium confidence). Warming 
is unlikely to exceed 4°C for RCP2.6, RCP4.5 and RCP6.0 (high confidence) and is 
about as likely as not to exceed 4°C for RCP8.5 (medium confidence). 

E1: Increase of global mean surface temperatures for 2081–2100 relative to 1986–
2005 is projected to likely be in the ranges derived from the concentration-driven 
CMIP5 model simulations, that is, 0.3°C to 1.7°C (RCP2.6), 1.1°C to 2.6°C (RCP4.5), 
1.4°C to 3.1°C (RCP6.0), 2.6°C to 4.8°C (RCP8.5). The Arctic region will warm more 
rapidly than the global mean, and mean warming over land will be larger than over 
the ocean (very high confidence)

D1: The observed reduction in surface warming trend over the period 1998 to 2012 
as compared to the period 1951 to 2012, is due in roughly equal measure to a 
reduced trend in radiative forcing and a cooling contribution from natural internal 
variability, which includes a possible redistribution of heat within the ocean 
(medium confidence). The reduced trend in radiative forcing is primarily due to 
volcanic eruptions and the timing of the downward phase of the 11-year solar cycle. 
However, there is low confidence in quantifying the role of changes in radiative 
forcing in causing the reduced warming trend. There is medium confidence that 
natural internal decadal variability causes to a substantial degree the difference 
between observations and the simulations; the latter are not expected to reproduce 
the timing of natural internal variability. There may also be a contribution from 
forcing inadequacies and, in some models, an overestimate of the response to 
increasing greenhouse gas and other anthropogenic forcing (dominated by the 
effects of aerosols). 

B2: More than 60% of the net energy increase in the climate system is stored in the 
upper ocean (0–700 m) during the relatively well-sampled 40-year period from 1971 
to 2010, and about 30% is stored in the ocean below 700 m. The increase in upper 
ocean heat content during this time period estimated from a linear trend is likely 17 
[15 to 19] × 1022 J

It is about as likely as not that ocean heat content from 0–700 m increased more 
slowly during 2003 to 2010 than during 1993 to 2002. Ocean heat uptake from 700–
2000 m, where interannual variability is smaller, likely continued unabated from 
1993 to 2009.

Abrahams et al., 2013. A review of global ocean temperature observations: 
Implications for ocean heat content estimates and climate change. 10.1002/rog.20022
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Coverage bias in the HadCRUT4 temperature series and its
impact on recent temperature trends.

Kevin Cowtana∗ Robert G. Wayb
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Incomplete global coverage is a potential source of bias in global temperature
reconstructions if the unsampled regions are not uniformly distributed over
the planet’s surface. The widely used HadCRUT4 dataset covers on average
about 84% of the globe over recent decades, with the unsampled regions being
concentrated at the poles and over Africa. Three existing reconstructions with
near-global coverage are examined, each suggesting that HadCRUT4 is subject
to bias due to its treatment of unobserved regions.
Two alternative approaches for reconstructing global temperatures are
explored, one based on an optimal interpolation algorithm and the other
a hybrid method incorporating additional information from the satellite
temperature record. The methods are validated on the basis of their skill at
reconstructing omitted sets of observations. Both methods provide superior
results than excluding the unsampled regions, with the hybrid method showing
particular skill around the regions where no observations are available.
Temperature trends are compared for the hybrid global temperature
reconstruction and the raw HadCRUT4 data. The widely quoted trend since
1997 in the hybrid global reconstruction is two and a half times greater than
the corresponding trend in the coverage-biased HadCRUT4 data. Coverage
bias causes a cool bias in recent temperatures relative to the late 1990s which
increases from around 1998 to the present. Trends starting in 1997 or 1998 are
particularly biased with respect to the global trend. The issue is exacerbated
by the strong El Niño event of 1997-1998, which also tends to suppress trends
starting during those years. Copyright c⃝ 0000 Royal Meteorological Society

Key Words: Instrumental temperature record, coverage bias, temperature trends

1. Introduction

The instrumental temperature record, based on land-based
weather station readings and sea surface temperature
readings from ships and buoys, forms a vital source of
information concerning climate over the last century and
beyond. Time series of local monthly average temperatures
(gridded datasets) and global averages are produced by
several organisations, with the HadCRUT product of the
Hadley Center and Climatic Research Unit being one of the
most widely cited (Brohan et al. 2006; Morice et al. 2012).

The GISTEMP product from NASA’s Goddard Institute
for Space Studies (Hansen et al. 2010) and the National
Climatic Data Center (NCDC) product (Smith et al. 2008)
are also widely used. A new land-only product from the
Berkeley Earth ‘BEST’ project (Rohde et al. 2013a) has
introduced a number of statistical improvements in the
handling of data homogenisation and coverage.

All these temperature reconstructions are based on in
situ readings using thermometers. While the production
and calibration of reliable thermometers has been well
established for several centuries, how the thermometers are

This article has been accepted for publication and undergone full peer review but has not been 
through the copyediting, typesetting, pagination and proofreading process, which may lead to 
differences between this version and the Version of Record. Please cite this article as doi: 
10.1002/qj.2297 
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B1: It is virtually certain that globally the troposphere has warmed since the 
mid-20th century. More complete observations allow greater confidence in 
estimates of tropospheric temperature changes in the extratropical Northern 
Hemisphere than elsewhere. There is medium confidence in the rate of warming and 
its vertical structure in the Northern Hemisphere extra-tropical troposphere and low 
confidence elsewhere.
Confidence in precipitation change averaged over global land areas since 1901 is 
low prior to 1951 and medium afterwards. Averaged over the mid-latitude land areas 
of the Northern Hemisphere, precipitation has increased since 1901 (medium 
confidence before and high confidence after 1951). For other latitudes area-
averaged long-term positive or negative trends have low confidence 
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The Anthropocene is functionally
and stratigraphically distinct from
the Holocene
Colin N. Waters,1* Jan Zalasiewicz,2 Colin Summerhayes,3 Anthony D. Barnosky,4
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Human activity is leaving a pervasive and persistent signature on Earth. Vigorous debate
continues about whether this warrants recognition as a new geologic time unit known as
the Anthropocene. We review anthropogenic markers of functional changes in the Earth
system through the stratigraphic record. The appearance of manufactured materials in
sediments, including aluminum, plastics, and concrete, coincides with global spikes in
fallout radionuclides and particulates from fossil fuel combustion. Carbon, nitrogen, and
phosphorus cycles have been substantially modified over the past century. Rates of
sea-level rise and the extent of human perturbation of the climate system exceed Late
Holocene changes. Biotic changes include species invasions worldwide and accelerating
rates of extinction. These combined signals render the Anthropocene stratigraphically
distinct from the Holocene and earlier epochs.

T
he term “Anthropocene” is currently used
informally to encompass different geologi-
cal, ecological, sociological, and anthropo-
logical changes in recent Earth history. The
origins of the concept of the Anthropocene,

its terminology, and its sociopolitical implica-
tions arewidely discussed (1, 2).When considering
the stratigraphic definition of the Anthropocene,
there are two basic questions: Have humans
changed the Earth system to such an extent that
recent and currently forming geological deposits
include a signature that is distinct from those of
the Holocene and earlier epochs, which will re-
main in the geological record? If so, when did
this stratigraphic signal (not necessarily the first
detectable anthropogenic change) become recog-
nizable worldwide? These questions are consid-
ered here in the context of how stratigraphic
units have been formally recognized earlier in the
Quaternary period.
Proposals for marking the start of the Anthro-

pocene have included (i) an “early Anthropocene”
associated with the advent of agriculture, animal
domestication, extensive deforestation, and grad-
ual increases in atmospheric carbon dioxide (CO2)
andmethane (CH4) levels thousands of years ago
(3, 4); (ii) the Columbian Exchange of OldWorld
and New World species associated with coloni-
zation of the Americas (5); (iii) the beginning of
the Industrial Revolution at ~1800 CE (6, 7); and
(iv) the mid-20th century “Great Acceleration” of
population growth, industrialization, and min-
eral and energy use (8–10).

Here we review several lines of evidence sug-
gesting that the Anthropocene’s stratigraphic sig-
natures distinguish it from theHolocene (Fig. 1).
We find that criteria available to recognize the
Anthropocene are consistent with those used to
define other Quaternary stratigraphic units. Ear-
lierQuaternary time-unit subdivisions are defined
by signals fromcyclical forcings of climate change,
such as variation in Earth’s orbit or solar ir-
radiance, and irregular events such as volcanic
eruptions. Although these forcings continue, the
Anthropocene markers reflect an additional key
driver, that of human modification of global
environments at unprecedented rates. This
driver has produced a wide range of anthropo-
genic stratigraphic signals (Fig. 1), including
examples that are novel in Earth history, that are
global in extent, and that offer fine temporal
resolution. The signals vary in their develop-
ment: Some are already advanced, and others
are at early stages. We describe these signals and
suggest how theymay be used in the stratigraphic
characterization and correlation of a formalized
Anthropocene epochwith a lower boundary (still
to be identified) potentially placed in the mid-
20th century.

How are Quaternary stratigraphic
units defined?

The Quaternary period, which began 2.6 million
years ago (Ma), is subdivided into geochronological
time units (epochs and ages) with boundaries that
are linked at least in part to climate change events

(expressed asmarine isotope stages), in association
with paleomagnetic reversals (11). This contrasts
with the subdivision of most of the Phanerozoic
eon (the past ~541 ± 1 Ma), for which the first or
last appearance of key fossil taxa is typically used
todefine timeunits. Fossil-basedboundaries repre-
sent changeat rates too slowand time-transgressive
for the geologically recent past, in which the time
units are of comparatively short duration (about
12,000 years for the Holocene versus 2 million
years or more for earlier epochs). These time in-
tervals are recognizable in the geologic record
as chronostratigraphic units (series and stages),
which, in contrast to the time units, are physical
entities, including rocks, sediments, and glacier
ice. Ideally, a chronostratigraphic unit is exempli-
fied, and its lower boundary defined, at a single
locality termed the Global Boundary Stratotype
Section and Point (GSSP), which is typically in
marine strata for pre-Holocene series (12).
The start of the Holocene epoch (or series) is

based on the termination of the transition from
the last glacial phase into an interval of warming
accompanied by ~120mof sea-level rise. Thewarm-
ing took place over about 1600 years and is
recorded by a variety of stratigraphic signals that
are not all globally synchronous. In the Northern
Hemisphere, the signal for theHolocene’sbeginning
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WHICH ONE IS FALSE?

1. A paper examining the albedo effects of the vast sheep 
population in New Zealand has been previously published.  
In this paper, it noted the sharp decline in sheep numbers in 
a 2006 foot and mouth outbreak correlated strongly with 
noticeably lowered reflection measurements. 

2. If we were to assume that Spongebob Squarepants is real, 
various ocean models suggest that he would be in serious 
trouble in about 50 years or so. 

3.  Research has shown that cow farts contribute significant 
positive radiative forcing.

© 2005 Nature Publishing Group 

 

Anthropogenic ocean acidification over
the twenty-first century and its impact on
calcifying organisms
James C. Orr1, Victoria J. Fabry2, Olivier Aumont3, Laurent Bopp1, Scott C. Doney4, Richard A. Feely5,
Anand Gnanadesikan6, Nicolas Gruber7, Akio Ishida8, Fortunat Joos9, Robert M. Key10, Keith Lindsay11,
Ernst Maier-Reimer12, Richard Matear13, Patrick Monfray1†, Anne Mouchet14, Raymond G. Najjar15,
Gian-Kasper Plattner7,9, Keith B. Rodgers1,16†, Christopher L. Sabine5, Jorge L. Sarmiento10, Reiner Schlitzer17,
Richard D. Slater10, Ian J. Totterdell18†, Marie-France Weirig17, Yasuhiro Yamanaka8 & Andrew Yool18

Today’s surface ocean is saturated with respect to calcium carbonate, but increasing atmospheric carbon dioxide
concentrations are reducing ocean pH and carbonate ion concentrations, and thus the level of calcium carbonate
saturation. Experimental evidence suggests that if these trends continue, key marine organisms—such as corals and
some plankton—will have difficulty maintaining their external calcium carbonate skeletons. Here we use 13 models of the
ocean–carbon cycle to assess calcium carbonate saturation under the IS92a ‘business-as-usual’ scenario for future
emissions of anthropogenic carbon dioxide. In our projections, Southern Ocean surface waters will begin to become
undersaturated with respect to aragonite, a metastable form of calcium carbonate, by the year 2050. By 2100, this
undersaturation could extend throughout the entire Southern Ocean and into the subarctic Pacific Ocean. When live
pteropods were exposed to our predicted level of undersaturation during a two-day shipboard experiment, their
aragonite shells showed notable dissolution. Our findings indicate that conditions detrimental to high-latitude
ecosystems could develop within decades, not centuries as suggested previously.

Ocean uptake of CO2 will help moderate future climate change, but
the associated chemistry, namely hydrolysis of CO2 in seawater,
increases the hydrogen ion concentration [Hþ]. Surface ocean pH
is already 0.1 unit lower than preindustrial values. By the end of the
century, it will become another 0.3–0.4 units lower1,2 under the IS92a
scenario, which translates to a 100–150% increase in [Hþ]. Simul-
taneously, aqueous CO2 concentrations [CO2(aq)] will increase and
carbonate ion concentrations ½CO22

3 # will decrease, making it more
difficult for marine calcifying organisms to form biogenic calcium
carbonate (CaCO3). Substantial experimental evidence indicates that
calcification rates will decrease in low-latitude corals3–5, which form
reefs out of aragonite, and in phytoplankton that form their tests
(shells) out of calcite6,7, the stable form of CaCO3. Calcification rates
will decline along with ½CO22

3 # owing to its reaction with increasing
concentrations of anthropogenic CO2 according to the following
reaction:

CO2 þCO22
3 þH2O! 2HCO2

3 ð1Þ

These rates decline even when surface waters remain supersaturated
with respect to CaCO3, a condition that previous studies have
predicted will persist for hundreds of years4,8,9.
Recent predictions of future changes in surface ocean pH and

carbonate chemistry have primarily focused on global average
conditions1,2,10 or on low latitude regions4, where reef-building corals
are abundant. Here we focus on future surface and subsurface
changes in high latitude regions where planktonic shelled pteropods
are prominent components of the upper-ocean biota in the Southern
Ocean, Arctic Ocean and subarctic Pacific Ocean11–15. Recently, it has
been suggested that the cold surface waters in such regions will begin
to become undersaturated with respect to aragonite only when
atmospheric CO2 reaches 1,200 p.p.m.v., more than four times the
preindustrial level (4 £ CO2) of 280 p.p.m.v. (ref. 9). In contrast, our
results suggest that some polar and subpolar surface waters will
become undersaturated at ,2 £ CO2, probably within the next 50
years.
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B5: Ocean acidification is quantified by decreases in pH. The pH of ocean surface 
water has decreased by 0.1 since the beginning of the industrial era (high 
confidence), corresponding to a 26% increase in hydrogen ion concentration 

CO2 + H2O      H2CO3      H+ + HCO3−

E7: Earth System Models project a global increase in ocean acidification for all RCP 
scenarios. The corresponding decrease in surface ocean pH by the end of 21st 
century is in the range of 0.06 to 0.07 for RCP2.6, 0.14 to 0.15 for RCP4.5, 0.20 to 
0.21 for RCP6.0, and 0.30 to 0.32 for RCP8.5 



Methane Emissions from Cattle 
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ABSTRACT: Increasing  atmospheric  concentra- 
tions of methane  have led scientists to examine its 
sources of origin. Ruminant livestock can produce 250 
to 500 L of methane  per  day.  This level of production 
results  in  estimates of the contribution by cattle to  
global warming that may occur in  the next 50 to 100 
yr to be a little  less  than 2%. Many factors influence 
methane emissions from cattle  and  include  the follow- 
ing: level of feed intake,  type of carbohydrate  in  the 
diet, feed processing, addition of lipids or ionophores t o  
the  diet,  and  alterations  in  the  ruminal microflora. 
Manipulation of these  factors  can reduce methane 
emissions from cattle. Many techniques  exist to 
quantify  methane emissions from individual or groups 
of animals.  Enclosure  techniques are precise but 
require  trained  animals  and may limit  animal move- 
ment. Isotopic and nonisotopic tracer techniques  may 

also be used effectively. Prediction  equations  based on 
fermentation  balance or feed characteristics  have been 
used to estimate  methane production. These  equations 
are useful, but  the  assumptions  and conditions that 
must be met for each equation  limit  their  ability to  
accurately  predict methane production. Methane 
production from groups of animals can  be  measured by 
mass  balance, micrometeorological, or tracer methods. 
These  techniques  can  measure methane emissions 
from animals  in  either indoor or outdoor enclosures. 
Use of these  techniques and knowledge of the factors 
that impact  methane production can result  in  the 
development of mitigation strategies to  reduce meth- 
ane losses by cattle.  Implementation of these  strate- 
gies should result  in enhanced  animal productivity 
and decreased contributions by cattle to  the  at- 
mospheric methane budget. 

Key Words: Cattle,  Methane, Global Warming 

Introduction 

Cattle  typically lose 6% of their ingested  energy as 
eructated  methane. Animal science nutrition  research 
has focused on finding  methods to  reduce methane 
emissions because of its inefficiency not because of the 
role of methane  in global warming. However, because 
methane can affect climate  directly  through its 
interaction  with long-wave infrared  energy  and  in- 
directly  through  atmospheric oxidation reactions that 
produce COz, a potent  greenhouse gas, more recent 
attention  has been given to its potential  contribution 
to climatic  change and global warming. Recent meas- 
urements of methane  trapped  in  polar ice showed 
atmospheric  concentrations of methane  remained  rela- 
tively stable at approximately 750 ppb until  nearly 
100 yr ago when  concentrations  began to rise to  
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present levels of approximately 1,800 ppb (Khalil  et 
al., 1993). The more than 500 Tg ( 1  Tg = 1 million 
metric tons) of methane  that  enters  the  atmosphere 
annually exceeds its atmospheric and  terrestrial 
oxidation (IPCC, 1992). At this  rate,  methane  is 
expected to cause 15 to 17% of the global warming 
over the  next 50 yr (IPCC, 1992). This excess 
methane  has led to several  examinations of its 
sources. 

Methane sources are fairly well established  (Table 
l), but  the  relative  and  absolute sizes of the various 
sources are open to question  (Cicerone  and  Oremland, 
1988). Very recent radiocarbon [14C-] isotope meas- 
urements on atmospheric methane indicate that 
between 20 and 30% is of fossil origin. Sources 
contributing old carbon include 1)  gas drilling, 
venting,  and  distribution; 2 )  mining; and 3 )  wetland 
emissions that contain carbon that  has been stored for 
several  thousand  years.  The  remaining 70 to 80% of 
atmospheric  carbon is derived from sources that yield 
contemporary carbon: enteric  fermentation  (animals 
and  insects),  natural wetlands, biomass burning, 
oceans and  lakes, rice production, and  waste  treat- 
ment  (landfills, sewage, etc.). The world’s 1.3 billion 
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B5: Concentrations of CO2, CH4, and N2O now substantially exceed the highest 
concentrations recorded in ice cores during the past 800,000 years. The mean rates 
of increase in atmospheric concentrations over the past century are, with very high 
confidence, unprecedented in the last 22,000 years. 
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Abstract

Climate change and permafrost thaw have been suggested to increase high latitude methane
emissions that could potentially represent a strong feedback to the climate system. Using an
integrated earth-system model framework, we examine the degradation of near-surface
permafrost, temporal dynamics of inundation (lakes and wetlands) induced by hydro-climatic
change, subsequent methane emission, and potential climate feedback. We find that increases
in atmospheric CH4 and its radiative forcing, which result from the thawed, inundated
emission sources, are small, particularly when weighed against human emissions. The
additional warming, across the range of climate policy and uncertainties in the climate-system
response, would be no greater than 0.1 �C by 2100. Further, for this temperature feedback to
be doubled (to approximately 0.2 �C) by 2100, at least a 25-fold increase in the methane
emission that results from the estimated permafrost degradation would be required. Overall,
this biogeochemical global climate-warming feedback is relatively small whether or not
humans choose to constrain global emissions.

Keywords: permafrost, methane, climate feedback
S Online supplementary data available from stacks.iop.org/ERL/8/035014/mmedia

1. Introduction

There is general agreement that 21st century warming will
be pronounced at higher latitudes. One likely ramification
of this warming will be the increased vulnerability of
the large carbon reservoirs in the Arctic and boreal
permafrost (Schuur and Abbott 2011). Permafrost thaw

Content from this work may be used under the terms of
the Creative Commons Attribution 3.0 licence. Any further

distribution of this work must maintain attribution to the author(s) and the
title of the work, journal citation and DOI.

influences local hydrology, vegetation composition, and
ecosystem functioning (Smith et al 2005, Christensen
et al 2004). Of particular concern is the permafrost in
near-surface, carbon-rich, ice-rich soils. Increased thawing
of these soils can transform the hydrologic landscape to
aid in the formation/expansion of saturated areas such as
lakes and wetlands (Zimov et al 1997, Shindell et al 2004).
Subsequently, anaerobic decomposition of thawed organic
carbon results in emission of methane, a potent greenhouse
gas, which could constitute a positive feedback to the climate
system (Walter et al 2006, Anisimov 2007).

11748-9326/13/035014+07$33.00 c� 2013 IOP Publishing Ltd Printed in the UK

E7: The release of CO2 or CH4 to the atmosphere from thawing permafrost carbon 
stocks over the 21st century is assessed to be in the range of 50 to 250 GtC for 
RCP8.5 (low confidence). 
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Abstract

Forest disturbances are major sources of carbon dioxide to the atmosphere, and therefore impact global climate. Bio-
geophysical attributes, such as surface albedo (reflectivity), further control the climate-regulating properties of forests.
Using both tower-based and remotely sensed data sets, we show that natural disturbances from wildfire, beetle out-
breaks, and hurricane wind throw can significantly alter surface albedo, and the associated radiative forcing either
offsets or enhances the CO2 forcing caused by reducing ecosystem carbon sequestration over multiple years. In the
examined cases, the radiative forcing from albedo change is on the same order of magnitude as the CO2 forcing. The
net radiative forcing resulting from these two factors leads to a local heating effect in a hurricane-damaged mangrove
forest in the subtropics, and a cooling effect following wildfire and mountain pine beetle attack in boreal forests with
winter snow. Although natural forest disturbances currently represent less than half of gross forest cover loss, that
area will probably increase in the future under climate change, making it imperative to represent these processes
accurately in global climate models.

Keywords: albedo, beetles, carbon, disturbance, fire, forests, hurricane, radiative forcing
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Introduction

Terrestrial disturbances are primary regulators of the
global carbon cycle (Running, 2008), and can switch
entire ecosystems from carbon sinks to sources (Luysse-
art et al., 2008). Increasing evidence suggests major nat-
ural forest disturbances are increasing in frequency
and/or intensity under climate change, including fire
(Westerling et al., 2006), insect outbreaks (Raffa et al.,
2008), and landfalling hurricanes (Bender et al., 2010).
Over the last decade, these three disturbances
destroyed ca. 2–4 million ha of forest annually in the
United States alone (Forest Service USDA, 2008; Sch-
wind, 2008; Zeng et al., 2009). In British Columbia (BC),
the extent of forest mortality caused by mountain pine
beetle (MPB) has reached unprecedented levels. In
2007, the affected area surpassed 10 million ha (Westfall
& Ebata, 2009). A warming and drying in the region
associated with climate change has allowed the beetle
to expand its range to these exceptional limits (Carroll

et al., 2003). Warming climate has also contributed to
increasing the size and frequency of wildfires (Kas-
ischke & Turetsky, 2006). Over the last 50 years, an
average 2 million ha of boreal forest have burned each
year in North America (Stocks et al., 2002). A recent esti-
mate indicates that over the last 150 years, landfalling
hurricanes have released an average 25 Tg of carbon
per year in the United States alone (Zeng et al., 2009).
This is enough carbon to offset 9–18% of the annual US
forest carbon sink. Hurricane Katrina destroyed an esti-
mated 105 Tg of biomass when it made landfall on the
US Gulf coast in 2005 (Chambers et al., 2007).
However, little is known about the impacts of these

forest disturbances on albedo, and therefore it is
unclear whether these disturbances will generate rein-
forcing climate feedbacks (Dale et al., 2001; Running,
2008; Adams et al., 2010). Disturbances that decrease
surface albedo (reflectivity) have the potential to create
a positive (heating) radiative forcing by increasing the
amount of solar radiation absorbed in the climate sys-
tem. In the case of fire in boreal forests, the increase in
surface albedo following fire can offset the heating
associated with the carbon released to the atmosphere
(Randerson et al., 2006). This occurs under snowy con-
ditions because open (i.e. burned) spaces, relative to
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D3: It is likely that there has been an anthropogenic contribution to observed 
reductions in Northern Hemisphere spring snow cover since 1970. 



1. Research on the effect of climate change on squirrel sex 
has been published in peer reviewed journals. 

2.  Survey evidence has shown that viewers do statistically 
become more concerned about global warming after 
watching the “The Day After Tomorrow” - a big budget 
action movie about a catastrophic change in thermohaline 
circulation. 

3. In 2011, the state of North Carolina passed a bill that 
deemed it illegal for the sea level to increase greater than a 
“projected” 20cm by 2100. 

WHICH ONE IS FALSE?
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ground squirrels: the importance of sex
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Many studies have addressed the effects of climate change on species as a
whole; however, few have examined the possibility of sex-specific differences.
To understand better the impact that changing patterns of snow-cover have on
an important resident Arctic mammal, we investigated the long-term (13 years)
phenology of hibernating male arctic ground squirrels living at two nearby
sites in northern Alaska that experience significantly different snow-cover
regimes. Previously, we demonstrated that snow-cover influences the timing
of phenological events in females. Our results here suggest that the end of
heterothermy in males is influenced by soil temperature and an endogenous
circannual clock, but timing of male emergence from hibernation is influenced
by the timing of female emergence. Males at both sites, Atigun and Toolik, end
heterothermy on the same date in spring, but remain in their burrows while
undergoing reproductive maturation. However, at Atigun, where snowmelt
and female emergence occur relatively early, males emerge 8 days earlier
than those at Toolik, maintaining a 12-day period between male and female
emergence found at each site, but reducing the pre-emergence euthermic
period that is critical for reproductive maturation. This sensitivity in timing
of male emergence to female emergence will need to be matched by phase
shifts in the circannual clock and responsiveness to environmental factors
that time the end of heterothermy, if synchrony in reproductive readiness
between the sexes is to be preserved in a rapidly changing climate.

1. Introduction
In Arctic regions, the rate of climate warming is occurring two to three times that
of the global average, and warming has accelerated from 0.15–0.178C decade21

(1961–1990) to 0.3–0.48C decade 21 [1–6]. Concurrent with this environmental
change, there have been significant changes in the geographical distribution,
phenotypes, abundance and the timing of recurring seasonal events (phenology)
of Arctic species [5,7]. Animal and plant phenologies are among the best-studied
traits in response to climate change, and there is now ample evidence that over
the past three decades the phenology of many organisms has advanced in
response to warmer springs [8–10].

Although phenological responses at lower latitudes are primarily related to
changes in temperature, in snow-dominated environments such as the Arctic,
phenology can be more influenced by timing and patterns of snow-cover. For
example, studies on plants have shown that later snowmelt in spring, owing to
increased snow depth, delayed the phenology of flowering, regardless of tempera-
ture [11–14]. In contrast, environments with earlier spring snowmelt are associated
with advanced spring events in plants, mammals and arthropods [15–17].

If species that interact across trophic levels respond differently in their phen-
ology in response to trends in climate change, timing mismatches may occur
between linked trophic levels. Many studies have shown that climate change
has induced mismatches between the timing of breeding in animals and
their food source, which can have negative effects on reproductive success

& 2013 The Author(s) Published by the Royal Society. All rights reserved.
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D3: Greenhouse gases contributed a global mean surface warming likely to be in 
the range of 0.5°C to 1.3°C over the period 1951 to 2010, with the contributions from 
other anthropogenic forcings, including the cooling effect of aerosols, likely to be in 
the range of −0.6°C to 0.1°C. The contribution from natural forcings is likely to be in 
the range of −0.1°C to 0.1°C, and from natural internal variability is likely to be in the 
range of −0.1°C to 0.1°C. Together these assessed contributions are consistent with 
the observed warming of approximately 0.6°C to 0.7°C over this period. 

Replacement House Bill 819, section 2, paragraph e.

E6: Global mean sea level rise for 2081–2100 relative to 1986–2005 will likely be in 
the ranges of 0.26 to 0.55 m for RCP2.6, 0.32 to 0.63 m for RCP4.5, 0.33 to 0.63 m for 
RCP6.0, and 0.45 to 0.82 m for RCP8.5 (medium confidence). For RCP8.5, the rise by 
the year 2100 is 0.52 to 0.98 m, with a rate during 2081 to 2100 of 8 to 16 mm yr–1 
(medium confidence). These ranges are derived from CMIP5 climate projections in 
combination with process-based models and literature assessment of glacier and 
ice sheet contributions 



what or much more worried, 42 percent
said it had not changed their level of
worry, and only 1 percent said they
became less worried. Again, some com-
mentators had warned that The Day After
Tomorrow would so trivialize global cli-
mate change that the public would sub-
sequently dismiss the whole issue. This
forecast was clearly incorrect.

Overall, watchers and nonwatchers
demonstrated high levels of concern
about global warming yet lower levels
of worry.16 While many Americans are
concerned about global warming, fewer
of them actively worry about it. This
helps to explain the seeming paradox
between public opinion surveys that
show Americans expressing high con-
cerns about the issue yet giving it low
priority in either national or environ-
mental issue rankings.17

This study also included a series of
questions measuring public likelihood
assessments of various global-warming
impacts on the United States (see Figure
1 on this page). Again, across the board,
moviegoers perceived global warming
as a greater threat than the rest of the

general public. More than 80 percent of
watchers responded that global warming
is somewhat or very likely to produce
more intense storms, hurricanes, and
tornadoes over the next 50 years, versus
72 percent of nonwatchers. Likewise,
higher proportions of moviegoers
believed that the flooding of major
cities, food shortages, and a decrease in
living standards are likely to happen in
the United States over the next 50 years.

Most telling, however, moviegoers were
much more likely than nonwatchers to
believe that global warming could lead
to a shutdown of the Gulf Stream ocean
current or a new ice age—two underly-
ing premises of The Day After Tomor-
row. Across the board, the movie
appears to have had a strong influence
on watchers’ risk perceptions of global
warming. To test this conclusion, multi-
ple regression analyses were conducted
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Figure 1. Percent of watchers and nonwatchers who found each item somewhat 
or very likely.
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E4: It is very likely that the Atlantic Meridional Overturning Circulation (AMOC) will 
weaken over the 21st century. Best estimates and ranges for the reduction are 11% 
(1 to 24%) in RCP2.6 and 34% (12 to 54%) in RCP8.5. It is likely that there will be 
some decline in the AMOC by about 2050, but there may be some decades when the 
AMOC increases due to large natural internal variability. 

E4: It is very unlikely that the AMOC will undergo an abrupt transition or collapse in 
the 21st century for the scenarios considered. There is low confidence in assessing 
the evolution of the AMOC beyond the 21st century because of the limited number 
of analyses and equivocal results. However, a collapse beyond the 21st century for 
large sustained warming cannot be excluded. 

http://svs.gsfc.nasa.gov/vis/a000000/a003800/a003884/

1. One informal study found that only one academic, out of 
over 9000 published in recent peer reviewed climate change 
research (all scientific papers published from November 2012 
to December 2013), rejected man made global warming. 

2. Calculations suggest that on average, each North American 
wastes approximately 500kcal of food each day - roughly 
equivalent to a quarter of the total dietary needs of an average 
woman. 

3. The first convincing model of geoengineering effects 
suggests that use of sulphates in the atmosphere can 
inadvertently lead to issues of global inequity. 

WHICH ONE IS FALSE?
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More than 40 years ago, in the fall of 1972, the first
All!Union conference “Solar–Atmospheric Correla!
tions in Climate Theory and Weather Forecasts” was
held in Moscow. It adopted a resolution that formu!
lated still topical problems and objectives. The confer!
ence stated [1, p. 463],

Studies on the Sun–atmosphere problem, which
have been performed in the Soviet Union and abroad
for several decades, make it possible to regard as
proved the existence of a considerable influence of
solar activity and other cosmic and geophysical fac!
tors on atmospheric processes. Consequently, studies
on this problem are of high practical significance ….

In May 1973, the Hydrometeorological Service
Headquarters organized the Scientific Council on
Solar–Atmospheric Correlations in Weather Fore!
casts; before this, the Laboratory of Solar–Terrestrial
Correlations at the Hydrometeorological Center was
opened. However, it is becoming obvious that the then
natural science was short of the necessary data about
the environment. Moreover, meteorologists and cli!
matologists were not prepared for taking into account
solar activity.

Today the scientific world enjoys a significantly
larger reserve of knowledge about the nature and
intensity of solar–geomagnetic disturbances and their
manifestations in the environment, including the bio!
sphere and human beings. On the other hand, the
problem of the global increase in the mean surface
temperature and the concentration of carbon dioxide
(CO2) in the lower atmosphere, which is believed to be
the main source of the greenhouse effect, has been dis!
cussed at all levels for more than two decades. In 2004,
our country ratified the Kyoto Protocol, designed to
decrease emissions of greenhouse gases, including
CO2, but suspended its participation in the protocol’s
realization not long ago. The point is that the switch of
world powers first to decreasing the use of fossil fuel

and then to carbon!free energy within the framework
of the Kyoto Protocol may lead to economic collapse
for Russia as a consequence of the reduction and,
probably, even loss of the possibility to sell oil and nat!
ural gas on the world market. The basis for this con!
cern is that our most important industries (defense,
aerospace, heavy engineering) have been in crisis for
decades.

THE IONOSPHERE AS A CURRENT SOLAR 
ACTIVITY SIGNAL GENERATOR

The modern science of climatology gives no answer
sufficiently accurate and reliable for practical applica!
tions to the question of what the main cause of the cur!
rent climate warming is and of how this process will
develop in the near future. To date, the main difficulty
has been to assess the role of variations in solar activity.
As a rule, all attempts to account for the contribution
of solar–cosmic factors to the external impact on the
weather–climate system are reduced to considering
variations in the full flux of solar radiant energy or cos!
mic rays. However, the changes in both are very insig!
nificant.

It is worth recalling in this respect the constant
value of the main part of the Sun’s radiant energy flux
(this value is called the solar constant) coming to the
lower atmosphere, the troposphere. This flux is now
342 W m–2 with account for the Earth’s sphericity.
According to the current assumptions, changes in the
solar constant value outside the atmosphere during
both the 11!year cycle of solar activity and secular
variations do not exceed 0.1% (at least, for the last
300 years).

In studying the contribution of solar activity to
weather and climate change, we proposed to account
for well!known variations in electromagnetic radiation
in the most shortwave and changeable part of the spec!
trum—the extreme ultraviolet (EUV) and X!ray
ranges. These variations are accompanied by distur!
bances in geomagnetic activity associated with cor!
puscular solar activity, under which electron and pro!

Environmental Problems

The author associates the recently observed climate warming and carbon dioxide concentration growth in the
lower atmospheric layers with variations of solar–geomagnetic activity in global cloud formation and the signif!
icant decrease in the role of forests in carbon dioxide accumulation in the process of photosynthesis. The con!
tribution of the greenhouse effect of carbon!containing gases to global warming turns out to be insignificant.

DOI: 10.1134/S1019331613030015

The Role of Solar Activity in Global Warming
S. V. Avakyan*

* Sergei Vazgenovich Avakyan, Dr. Sci. (Phys.–Math.), is head of
the Laboratory of Aerospace Physical Optics at the Vavilov State
Optical Institute and a leading researcher of the RAS Central
(Pulkovo) Astronomical Observatory.



D3: It is extremely likely that more than half of the observed increase in global 
average surface temperature from 1951 to 2010 was caused by the anthropogenic 
increase in greenhouse gas concentrations and other anthropogenic forcings 
together. The best estimate of the human-induced contribution to warming is similar 
to the observed warming over this period.

http://www.desmogblog.com/2014/01/08/why-climate-deniers-have-no-scientific-credibility-only-1-9136-study-authors-rejects-global-warming
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average surface temperature from 1951 to 2010 was caused by the anthropogenic 
increase in greenhouse gas concentrations and other anthropogenic forcings 
together. The best estimate of the human-induced contribution to warming is similar 
to the observed warming over this period.
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Q: Do you think human activity is a significant contributing 
factor in changing mean global temperatures? 
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Abstract
Geoengineering by injection of reflective aerosols into the stratosphere has been proposed as a
way to counteract the warming effect of greenhouse gases by reducing the intensity of solar
radiation reaching the surface. Here, climate model simulations are used to examine the effect
of geoengineering on the tropical overturning circulation. The strength of the circulation is
related to the atmospheric static stability and has implications for tropical rainfall. The tropical
circulation is projected to weaken under anthropogenic global warming. Geoengineering with
stratospheric sulfate aerosol does not mitigate this weakening of the circulation. This response
is due to a fast adjustment of the troposphere to radiative heating from the aerosol layer. This
effect is not captured when geoengineering is modelled as a reduction in total solar irradiance,
suggesting caution is required when interpreting model results from solar dimming
experiments as analogues for stratospheric aerosol geoengineering.

Keywords: stratospheric aerosol geoengineering, tropical overturning circulation, radiative
transfer
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1. Introduction

Earth’s climate is projected to warm during the 21st
century as a consequence of human emissions of greenhouse
gases [1]. However, little progress has been made in
reducing the emissions of these gases, leading to discussion
of geoengineering by reducing incoming solar radiation
as a potential policy option [2, 3]. Modelling studies
have shown that geoengineering using stratospheric aerosols
has the potential to reduce Earth’s global-mean surface
temperature [4, 5], but that using geoengineering to
counterbalance surface warming from carbon dioxide (CO2)

Content from this work may be used under the terms
of the Creative Commons Attribution-NonCommercial-

ShareAlike 3.0 licence. Any further distribution of this work must maintain
attribution to the author(s) and the title of the work, journal citation and DOI.

decreases global-mean precipitation [6, 7]. The effects of
stratospheric aerosol geoengineering are also regionally
inhomogeneous [8, 9], which raises questions of how
geoengineering might be deployed equitably. Climate changes
on these regional scales are influenced by changes in
atmospheric circulation as well as global atmospheric
radiative effects.

The regional response of tropical precipitation to climate
change is determined by changes in atmospheric humidity
and vertical motion. Greenhouse warming increases specific
humidity, which acts to increase precipitation in convective
systems. Conversely, the tropical circulation is expected
to weaken under greenhouse warming [10, 11] because
CO2 warms the mid-troposphere more than the surface,
stabilizing the atmosphere [12]. This allows for stronger
adiabatic cooling by upwelling motions, reducing the amount
of convective upwelling needed to balance atmospheric

11748-9326/14/014001+07$33.00 c� 2014 IOP Publishing Ltd

E8: Methods that aim to deliberately alter the climate system to counter climate 
change, termed geoengineering, have been proposed. Limited evidence precludes a 
comprehensive quantitative assessment of both Solar Radiation Management (SRM) 
and Carbon D ioxide Removal (CDR) and their impact on the climate system. CDR 
methods have biogeochemical and technological limitations to their potential on a 
global scale. There is insufficient knowledge to quantify how much CO2 emissions 
could be partially offset by CDR on a century timescale. Modelling indicates that 
SRM methods, if realizable, have the potential to substantially offset a global 
temperature rise, but they would also modify the global water cycle, and would not 
reduce ocean acidification. If SRM were terminated for any reason, there is high 
confidence that global surface temperatures would rise very rapidly to values 
consistent with the greenhouse gas forcing. CDR and SRM methods carry side 
effects and long-term consequences on a global scale. 
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Abstract

Food waste contributes to excess consumption of freshwater and fossil fuels which, along with methane and CO2 emissions
from decomposing food, impacts global climate change. Here, we calculate the energy content of nationwide food waste
from the difference between the US food supply and the food consumed by the population. The latter was estimated using
a validated mathematical model of metabolism relating body weight to the amount of food eaten. We found that US per
capita food waste has progressively increased by ,50% since 1974 reaching more than 1400 kcal per person per day or 150
trillion kcal per year. Food waste now accounts for more than one quarter of the total freshwater consumption and ,300
million barrels of oil per year.
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Introduction

Recent spikes in food prices have led to increasing concern
about global food shortages and the apparent need to increase
agricultural production [1,2]. Surprisingly little discussion has
been devoted to the issue of food waste. Quantifying food waste at
a national level is difficult because traditional methods rely on
structured interviews, measurement of plate waste, direct exam-
ination of garbage, and application of inferential methods using
waste factors measured in sample populations and applied across
the food system [3–6]. In contrast, national agricultural produc-
tion, utilization, and net external trade are tracked and codified
in detailed food balance sheets published by the Food and
Agriculture Organization of the United Nations (FAO) [7]. The
food balance sheets provide a comprehensive assessment of the
national food supply, including alcohol and beverages, adjusted for
any change of food stocks over the reference period [8]. Since
1974, there has been a progressive increase in the per capita US
food supply. Over the same period, there has also been an increase
of body weight as manifested by the US obesity epidemic. We
sought to estimate the energy content of food waste by comparing
the US food supply data with the calculated food consumed by the
US population.
Energy from ingested food supports basal metabolism and

physical activities, both of which are functions of body weight.
Surplus ingested energy is stored in the body and is reflected by a
change of body weight. Because the average body weight of the
US population has been increasing over the past 30 years, it is not
immediately clear how much of the increased food supply was
ingested by the population. Quantifying the food intake underlying
an observed change of body weight requires knowing the energy
cost of tissue deposition and the increased cost of physical activ-
ity and metabolic rate with weight gain. Here, we develop and

validate a mathematical model of human energy expenditure that
includes all of these factors and used the model to calculate the
average increase of food intake underlying the observed increase of
average adult body weight in the US since 1974 as measured by
the US National Health and Nutrition Examination Survey
(NHANES) [9].

Results

Figure 1A shows the increase of average body weight among US
adults over the past 30 years (D). Assuming no change of physical
activity, Figure 1B shows our model predicted average food intake
(solid curve) and 95% confidence intervals (dashed curves)
underlying the observed weight gain (see Methods for model
details). Figure 1B also plots the US food supply data from the FAO
food balance sheets (#)[7] and the US Department of Agriculture
(USDA) food availability data adjusted for wastage (&)[10] over the
period 1974–2003. Figure 1C shows the progressive increase of per
capita food waste in America (solid curve) calculated by subtracting
the model predicted average food intake from the FAO per capita
food supply data. In 1974 approximately 900 kcal per person per
day was wasted whereas in 2003 Americans wasted,1400 kcal per
person per day or,150 trillion kcal per year. Figure 1C shows that
our estimate of the increasing energy content of US food waste is
corroborated by the parallel increase of the per capita annual mass
of municipal solid food waste (m) calculated from data supplied by
the US Environmental Protection Agency [11]. Municipal solid
food waste accounts for ,30% of the total wasted food energy
assuming that solid food from the US diet has an energy density of
1.9 kcal/g [12]. Figure 1D shows that food waste has progressively
increased from about 30% of the available food supply in 1974 to
almost 40% in recent years (solid curve) whereas the USDA
estimate of food waste (calculated by subtracting the USDA food
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We very wasteful.



We like stuff.
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E8: Limiting the warming caused by anthropogenic CO2 emissions alone with a 
probability of >33%, >50%, and >66% to less than 2°C since the period 1861–1880, 
will require cumulative CO2 emissions from all anthropogenic sources to stay 
between 0 and about 1570 GtC (5760 GtCO2), 0 and about 1210 GtC (4440 GtCO2), 
and 0 and about 1000 GtC (3670 GtCO2) since that period, respectively. These upper 
amounts are reduced to about 900 GtC (3300 GtCO2), 820 GtC (3010 GtCO2), and 
790 GtC (2900 GtCO2), respectively, when accounting for non-CO2 forcings as in 
RCP2.6. An amount of 515 [445 to 585] GtC (1890 [1630 to 2150] GtCO2), was already 
emitted by 2011.



7.71

IF YOU THINK ABOUT IT 

SCIENCE, IN A WAY, HAS ALREADY PROVIDED US WITH THE 
KNOWLEDGE TO “FIX” CLIMATE CHANGE. 

WE KNOW WHAT IS “AT FAULT.” 

WE KNOW WHAT SHOULD BE “CHANGED.” 

WE KNOW WHAT “MIGHT HAPPEN” IF WE DON’T CHANGE. 

WE EVEN HAVE BENCHMARKS OF CHANGE TO AIM FOR. 

SO WHY IS THIS SO DIFFICULT? 


